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|  | | **FACULTAD DE INGENIERÍA**  **MAESTRÍA EN INGENIERÍA DE SISTEMAS Y COMPUTACIÓN** | |
| **TRABAJO DE GRADO – PROPUESTA DE PROYECTO – PZ-2019-1-XX** | | | |
| **TÍTULO DEL PROYECTO** | **Dauruxü: Sistema de apoyo para la detección de trastornos psicológicos basado en reconocimiento multimodal** | | |
| **DATOS DEL ESTUDIANTE** | **Ronald Fernando Rodríguez Barbosa** | **CORREO**  **ELECTRÓNICO** | [rfernandorodriguez@javeriana.edu.co](mailto:rfernandorodriguez@javeriana.edu.co) |
| CC 80.927.833 | [ronaldraxon@gmail.com](mailto:ronaldraxon@gmail.com) |
| **DIRECTOR DE TRABAJO DE GRADO**  **ASESOR (opcional)** | Ing. Enrique González PhD | **MODALIDAD** | Investigación |
| [egonzal@javeriana.edu.co](mailto:egonzal@javeriana.edu.co) | **ÁREA DE ÉNFASIS** | Sistemas Inteligentes |
|  | **GRUPO Y LÍNEA DE INVESTIGACIÓN** | SIRP |
|  | Sub-línea - Sistemas Inteligentes |

|  |  |
| --- | --- |
| **OBJETIVOS** | **Objetivo General**  Diseñar un sistema para la detección de efectos de factores de riesgo en la salud mental de personas que trabajan en ambientes de oficina, mediante la captura de video no intrusivo y un enfoque multimodal, con el fin de brindar apoyo en la evaluación de factores de riesgo psicosocial efectuada por el personal de recursos humanos y salud ocupacional.  Diseñar un sistema de detección de trastornos psicológicos, mediante la captura de video no intrusivo y un enfoque multimodal, con el fin de brindar apoyo en un proceso de evaluación de factores de riesgo psicosocial en entornos de oficina.  **Objetivos Específicos**   1. Analizar a partir del estado del arte, las técnicas, modelos y herramientas actuales de identificación de expresiones faciales, poses y acciones relacionados con efectos en la salud mental como estrés, depresión y ansiedad, a partir de imágenes de video, con el fin establecer y caracterizar las oportunidades potenciales de un sistema de detección y clasificación, con enfoque multimodal.   Establecer las oportunidades potenciales de un sistema de detección y clasificación, con enfoque multimodal a partir del estado del arte de las técnicas, modelos y herramientas actuales para la identificación de expresiones faciales, posturas y acciones relacionados con los trastornos psicológicos: estrés, depresión y ansiedad.   1. Diseñar una arquitectura multimodal a partir del análisis del estado del arte, que integre la detección de expresiones faciales, posturas y acciones de una persona a partir de imágenes de video, para identificar, clasificar y reportar efectos en la salud mental de trabajadores, ubicados en ambientes de oficina.   Diseñar una arquitectura multimodal para la detección de expresiones faciales, posturas y acciones relacionados con trastornos psicológicos, en personas ubicadas en ambientes de oficina.  Evaluar la precisión y utilidad potencial del sistema propuesto, en el apoyo a la evaluación de efectos de factores de riesgo psicosocial, a través de su implementación parcial y puesta en operación controlada. |

|  |  |
| --- | --- |
| **PROBLEMA**  **DE**  **INVESTIGACIÓN**  **O**  **APLICACIÓN** | ***Factores de riesgo psicosocial ocupacional FRPO***  Existen situaciones en el entorno laboral, que pueden influir sobre la salud de las personas. A estas situaciones, se les conoce como factores de riesgo ocupacional y son definidas como las posibles causas que pueden ser responsables de una enfermedad, lesión o daño, como consecuencia de la actividad que se realiza o el medio en el cual se permanece durante el desempeño de la actividad [1], [2]. Dentro del contexto mencionado, se pueden encontrar riesgos de tipo químico, que involucra el contacto con productos abrasivos [3]; riesgos de tipo biológico, que implica el contacto con seres vivos, exponiendo al trabajador a hongos, bacterias o virus [4]; riesgos de tipo ambiental, que involucra la exposición de escenarios, donde existe una alta probabilidad de inundaciones, tormentas o contaminación [5] y riesgos de tipo psicosocial ocupacional (FRPO), que involucran aspectos físicos del entorno laboral como el ruido, la iluminación o la temperatura del entorno [6], [7] y aspectos psicológicos en las personas como el estrés, la monotonía y la fatiga laboral por el exceso de horas trabajadas [8].  Dentro del contexto de los FRPO, existen investigaciones en las que se demuestra, que algunas condiciones laborales generan efectos relacionados con la salud física como los desórdenes musculo esqueléticos [9] y el sedentarismo [10]. Por otra parte, existen otros estudios que evidencian efectos relacionados con la salud mental, como el estrés [11] y la depresión [12]. En Colombia, el Ministerio de Salud reportó un total de 9.653 casos de enfermedades de naturaleza laboral durante el 2017, manifestados en diferentes actividades económicas como: comercio, hoteles, restaurantes, servicios domésticos, entre otros [13]. Adicionalmente, se registró un total de 1.078 casos críticos de salud mental por exposición a factores de riesgo ocupacional, de los cuales 165 casos ocurrieron en la ciudad de Bogotá [14]. Esta problemática crece año a año, como se aprecia en la figura 1.  *Figura 1*. *Casos de salud mental atendidas por exposición a factores de riesgo ocupacional (2009-2017)*  ***Instrumentos para la Evaluación de FRPO***  En la actualidad, existen métodos que facilitan la evaluación de FRPO y que se han desarrollado a partir de la integración de modelos que explican los mecanismos de generación de estrés asociados al trabajo. Según autores como Blach, Sahagun y Cervantes [15], los instrumentos de evaluación de FRP en el trabajo se dividen en 3 categorías. En la primera, se encuentran los instrumentos que se derivan del enfoque tradicional de higiene industrial y que involucra aspectos del entorno de trabajo, tiempos de exposición y efectos en la contratación y remuneraciones en los trabajadores. En esta categoría se destaca el Questionnaire for the Fifth European Survey on Working Conditions [] y el Cuestionario Encuesta de Calidad de Vida en el Trabajo, aplicado en España por el Ministerio de Trabajo e Inmigración [].  En una segunda categoría, se destacan instrumentos que proporcionan información sobre, el agotamiento, la violencia, el acoso, entre otros. Entre los métodos más utilizados se encuentra el cuestionario de Copenhagen [16], el Cuestionario para la Evaluación del Estrés, que hace parte de la batería para la evaluación de factores de riesgo psicosocial publicada por el Ministerio de la Protección Social en Colombia [], el Maslach Burnout Inventory [] y la Escala de Desgaste Ocupacional [] para evaluar el síndrome de desgaste profesional (burnout).  En la tercera categoría, los instrumentos asumen el formato de cuestionarios de autoinforme. Esta categoría considera indispensable la percepción del trabajador para la comprensión de los procesos generadores de estrés. Entre los métodos de evaluación más sobresalientes, se encuentran el Modelo Demanda-Control [], la evaluación Bocanument y Berján[], la escala de Desgaste ocupacional[] y el Modelo Desequilibrio Esfuerzo – Recompensa.  Aún si existen diversos mecanismos para la evaluación de FRPO, estos procedimientos son susceptibles a la variabilidad de las medidas, ya que la evaluación se realiza mediante cuestionarios relacionados a aspectos y procesos laborales que no son observados directamente por los investigadores, sino que son referidos por los propios trabajadores [17]. En adición a lo anterior, se pueden presentar casos en que las pruebas sean subjetivas y exista una baja reproductibilidad, fiabilidad o precisión. Esto su vez, puede generar una dependencia con fuentes de información, para establecer resultados concluyentes [18] .  ***Otros métodos para la evaluación de FRPO***  Otros referentes, se enfocan en el monitoreo clínico de emociones negativas en el lugar de trabajo [19]; el análisis de correlación entre la depresión y el síndrome de desgaste profesional [20] y con el estrés [21]. Algunos de estos trabajos, han dado como resultado, la implementación de controles de carga en las extremidades y otras partes del cuerpo a partir de sensores [22] y captura de video [23]; la evaluación de estrés en personas, empleando imágenes de electroencefalograma [24] y el reconocimiento de las actividades diarias de las personas mediante productos electrónicos portátiles, para predecir su estado de ánimo [25]. Si bien estos avances representan un gran potencial para la industria de manufactura, la construcción y las oficinas [26], existen estudios como el de Shall Mark [27], en el que se manifiestan como limitaciones para la adopción como implicaciones de costo; el carácter intrusivo dentro de las actividades laborales y la privacidad de las personas.  Algunas herramientas comerciales han abordado la detección y generación de alertas ante factores de riesgo ocupacional, mediante el empleo de procesamiento de imágenes de video [28], [29]. Sin embargo, su enfoque se centra en la seguridad del entorno, reportando sólo situaciones de peligro o escenarios con potencial de riesgo, como derrames o herramientas de trabajo descuidadas. Por su parte, para la detección o valoración de factores de riesgo psicosocial, existen plataformas orientadas al acompañamiento en línea para los trabajadores [30]-[32]. Algunas de ellas, se apoyan en técnicas de inteligencia artificial para el diagnóstico de los *trastornos psicológicos habituales* (TPH) como el estrés, la depresión, y la ansiedad. No obstante, no contribuyen al carácter intrusivo en las actividades laborales, ya que requieren de la interacción constante entre los usuarios y los especialistas de salud.  Con el fin de aportar a la solución las problemáticas enunciadas anteriormente, el presente proyecto se centrará en la pregunta: ¿Es posible soportar la evaluación de efectos de factores de riesgos psicosociales, con costos reducidos y de una manera no intrusiva, mediante el diseño de una arquitectura multimodal para el monitoreo continuo y posterior identificación de TPH, a partir de técnicas de inteligencia artificial y visión por computador en un entorno cerrado de oficina? El reto tecnológico, se enfocará en la integración del reconocimiento de expresiones faciales, posturas y acciones, capturadas en imágenes de video y que actuarán como canales dentro de una aproximación multimodal. Adicionalmente, se hará uso de los sistemas de captura de video que puedan estar disponibles en las instalaciones y teniendo en cuenta sus posibles limitaciones. Para su desarrollo, el caso de referencia seleccionado, es la oficina del área de consultoría y transformación digital de la empresa Vector ITC Colombia. Este caso de referencia, se selecciona debido a su afinidad con la problemática propuesta y la colaboración de la empresa con el investigador, mediante la asesoría del área de recursos humanos y el acceso a las imágenes de video, provenientes de las cámaras existentes. |

|  |  |
| --- | --- |
| **METODOLOGÍA** | |
| **DESCRIPCIÓN GENERAL** | El presente proyecto se basará en el ciclo básico de ingeniería y se llevará a cabo en 3 fases principales consecutivas:   1. Investigación y análisis. 2. Diseño del sistema. 3. Evaluación del sistema.   En la primera fase, se realizará una profundización y análisis del estado del arte en el que se establecerá un contraste con el caso de referencia y determinando los requisitos y requerimientos clave para el contexto. Posteriormente, se lleva a cabo un análisis de las posibilidades y limitaciones de los trabajos y publicaciones en los que se aborda el reconocimiento de TPH en personas, con el fin de realizar una caracterización y determinar los aspectos tecnológicos más relevantes para el diseño del sistema. Finalmente, se enlistan los requerimientos funcionales y aspectos tecnológicos relevantes para la captura y procesamiento de video.  En la segunda fase, se plantea un diseño inicial de la arquitectura definiendo las capas y componentes para el procesamiento multimodal de imágenes de video. Para cada componente, se definen las funcionalidades y se validan conceptualmente con el escenario del caso de referencia. Sin embargo, es importante aclarar que dentro de este procedimiento no se contemplará el desarrollo del procesamiento de imágenes de nivel bajo y medio para la identificación de personas. El enfoque del diseño de la arquitectura se orientará al reconocimiento y asociación de alto nivel para la identificación de posturas y actividades relacionadas con TPH y la implementación de todos los niveles de procesamiento, se llevará a cabo mediante el uso de herramientas o librerías existentes para el mismo fin.  A partir del diseño inicial, se plantean dos o tres alternativas de solución, los cuales se evaluarán con diferentes criterios y se determinará como más apto para el contexto, aquel que tenga la calificación más alta.  En la tercera fase, se refina el diseño a partir de las lecciones aprendidas y posteriormente, se desarrolla un prototipo funcional, el cual se implementa y se pone a prueba siguiendo un protocolo experimental para evaluar el desempeño y la precisión en la clasificación de TPH en las personas a partir de la clasificación de poses y actividades reflejadas en imágenes de video extraídas de manera no intrusiva a través de cámaras existentes. La implementación parcial y puesta en operación controlada contempla un número determinado de poses y actividades a reconocer y asociar con los TPH, así como los escenarios y condiciones de captura para asegurar la reproducibilidad y tener referentes base para la evaluación de la clasificación dentro de los experimentos. Finalmente, se efectúa una prueba de concepto en la que el personal de recursos humanos y salud ocupacional de la empresa Vector ITC Colombia, evalúa la utilidad del sistema dentro de un proceso de evaluación de riesgos psicosociales para las instalaciones donde se ha implementado el sistema. |
| **FASE 1**  **INVESTIGACIÓN Y ANÁLISIS** | Durante esta fase, se realiza la profundización y análisis de los trabajos y publicaciones sobre las técnicas y modelos para la detección de emociones a partir del procesamiento multimodal de imágenes de los gestos, poses corporales, expresiones faciales y movimiento de la cabeza. Posteriormente, se realizará una revisión de publicaciones de disciplinas relacionadas, que involucren el uso de expresión o lenguaje corporal en el diagnóstico de emociones y que puedan ser utilizados para la definición de descriptores potenciales.  A partir de la base de artículos obtenida, se realizará un cuadro comparativo que identifique y relacione claramente los aportes de cada uno de los trabajos. Se establecerá un proceso de evaluación a partir de criterios, en donde se identifiquen al menos 3 aportes por cada una de las publicaciones. Por cada uno de los aportes, se profundizará con claridad su aplicación dentro del proyecto de investigación y se establecerá una lista de requerimientos en conjunto con el área de recursos humanos, haciendo énfasis en los datos que pueden proporcionar mayor valor en un proceso de evaluación de riesgos psicosociales. Adicionalmente, se enlistarán los requisitos del contexto para la implementación parcial en los dispositivos de captura de video existentes y los elementos necesarios para el procesamiento de imágenes a un nivel bajo-medio para el reconocimiento de personas dentro de un ambiente cerrado.  Teniendo en cuenta la lista de requisitos, requerimientos y aportes, se realizará una revisión de las herramientas y marcos de trabajo disponibles para la construcción e implementación del prototipo funcional del sistema. Al igual que la evaluación de los aportes, se realizará una preselección siguiendo una calificación criterios, entre los cuales se considerará: disponibilidad de la herramienta, facilidad de Implementación, tipos de procesamiento de nivel bajo, medio y alto, y documentación existente. Posterior a la evaluación anterior, se recopilará una serie de videos las que por medio de escenarios actuados se muestren las poses y acciones más relevantes en la detección de emociones. Estos videos deben extraerse de la base de datos del sistema CCTV de las instalaciones de la empresa donde se llevará a cabo la prueba de concepto. Adicionalmente, se realizará una revisión de las bases de datos disponibles similares al contexto del caso de referencia y se tomarán como prueba para evaluar la robustez del sistema. Dicha revisión también servirá para establecer un estándar en las condiciones y duración que deberían tener los videos para la experimentación.  Las actividades para esta fase de investigación y análisis son las siguientes:   |  |  | | --- | --- | | Actividad | Entregable o resultado | | 1. Revisión y análisis de referencias bibliográficas de las técnicas, modelos para la detección de emociones y estado de ánimo. | 1A.Documento del estado del arte | | 2. Elaboración de lista de requisitos. | 1B.Documento con especificación de requisitos del sistema | | 3. Revisión y análisis de herramientas y marcos de trabajo. | 1C.Documento de comparación de herramientas | | 4. Elaboración de artículo científico de revisión y comparación | 1D. Documento de artículo científico | |
| **FASE 2**  **DISEÑO DEL SISTEMA** | En esta fase, se diseñará un sistema que sea capaz de reconocer expresiones faciales y corporales, relevantes al contexto de TPH dentro de la evaluación de factores de riesgo psicosocial. Se utilizará como soporte conceptual, las arquitecturas y aplicaciones multimodales [34], [35] y se tendrán en cuanta los requisitos identificados como condiciones del entorno, ubicación de las cámaras existentes para asegurar que el sistema no sea intrusivo, su resolución captura, y las condiciones en que las imágenes son almacenadas. Como el presente trabajo tiene características de un sistema de ***computación distribuida***, en la medida que se tomarán imágenes de cámaras web en los computadores y las cámaras destinadas a la vigilancia del entorno, se tomarán como referencia trabajos previos en los que se puede apreciar la utilidad de las arquitecturas basadas en agentes para la interacción dentro de sistemas multimodales [36]-[38], los beneficios de diseño en trabajos recientes como los de Javier Alcalá [39], Daniel Steven [40] y computación distribuida en sistemas de vigilancia evidenciado en el trabajo Mauricio Abello[]. Los módulos de reconocimiento se concebirán como sistemas de agentes racionales, que realizarán el reconocimiento de nivel bajo-medio para la detección de personas; y el reconocimiento de nivel alto para la detección de sus expresiones faciales, poses y actividades que sugieran cambios emocionales y estados de ánimo relacionados con TPH. Se incorporarán agentes encargados de los aspectos de temporalidad para determinar acciones y posturas en periodos de tiempo prolongado y con ello inferir estados de ánimo. La metodología que se utilizará para la especificación de los objetivos, habilidades, recursos y la cooperación entre los agentes, será AOPOA [41].  Para la especificación los mecanismos de inteligencia de los agentes racionales. de se aplicará la metodología de desarrollo de Sistemas Inteligentes para Aprendizaje Inductivo, utilizada en el curso de Sistemas Inteligentes de la maestría de la Pontificia Universidad Javeriana [42]. Con dicha metodología se realizará el planteamiento del problema específico para cada modo (expresiones faciales, poses y acciones), se identificarán los requerimientos correspondientes para la posterior selección de la técnica de IA, caracterización de variables y la conformación de la base de ejemplos de entrenamiento y validación. La construcción de dichos ejemplos, estarán compuestos por escenarios planeados con la colaboración de expertos, con quienes previamente se ha establecido el conjunto de poses y actividades más relevantes y la forma en que se debería efectuar la captura de imágenes. Posteriormente se llevará a cabo la captura de los escenarios en que las personas monitoreadas realizarán la dramatización de eventos relacionados con TPH.  En adición a lo anterior, se tomarán como referencia las aproximaciones para la valoración de emociones, como el modelo OCC [43]; trabajos orientadas al análisis, observación y valoración de conductas de personas con problemas o trastornos mentales como el de Thalia Windsor [44]; el entendimiento de la forma en que los humanos perciben las emociones de otras personas como lo propone Aleix Martinez [45] o Byoung Ko [46]; la aproximación de interpretación del lenguaje corporal de Shindler [47]; identificación de aspectos relacionados con desordenes compulsivos [48]; mecanismos para establecer patrones en la dinámica en la apariencia facial para clasificar emociones relacionadas con la depresión[49] y discriminar los episodios de alto estrés [50].  Posterior a la definición del conjunto de poses, actividades y escenarios que conformarán las bases de datos, se realizarán las modificaciones al diseño de forma iterativa contemplando diversas técnicas de la clasificación, como máquinas de vectores de soporte (SVM) [51], redes neuronales profundas (DNN) [52] y redes neuronales convolucionales (CNN) [53] para el reconocimiento de TPH. Durante el proceso de diseño incremental, se contemplará una validación constante con imágenes del caso de referencia y obteniendo una retroalimentación del personal de recursos humanos, respecto a los resultados obtenidos y con ello se creará una versión preliminar del protocolo experimental.  Para el desarrollo de esta fase se realizarán las siguientes actividades:   |  |  | | --- | --- | | Actividad | Entregable o resultado | | 1. Diseño de arquitectura de alto nivel y descomposición de metas de agentes racionales. | 2A. Documento del diseño refinado de la arquitectura de alto nivel del sistema de reconocimiento. | | 1. Diseño detallado de agentes e interacciones. | 2B. Documento del diseño detallado del sistema multi-agente. | | 1. Definición de escenarios para conformar las bases de entrenamiento, validación y prueba. | 2C. Documento de descripción de escenarios para el levantamiento de bases de datos de imágenes. | | 1. Caracterización del modelo de reconocimiento de emociones y estados de ánimo. | 2D. Documento de caracterización del modelo de reconocimiento de emociones y estados de ánimo y los mecanismos de inteligencia artificial para clasificación a partir de imágenes de video. | | 1. Diseño de mecanismos de inteligencia artificial para clasificación de emociones y estados de ánimo. | | 1. Diseño preliminar del protocolo experimental. | 2E Documento preliminar del protocolo experimental. | |
| **FASE 3**  **EVALUACIÓN DEL SISTEMA** | Una vez definido el documento de diseño de arquitectura, sistema multi-agente y mecanismos de inteligencia artificial, se ejecuta el proceso de implementación de la solución. El desarrollo se llevará a cabo tomando como referencia la metodología ágil SCRUM [54], definiendo un back-log con las características o historias de usuario y evaluando la cantidad de puntos de historia para cada uno. Posteriormente, se conformarán los sprints, con el conjunto de historias correspondientes para la fase del proyecto. Dentro del conjunto de épicas del desarrollo se contemplará la elaboración del protocolo experimental, el levantamiento de imágenes de video, el desarrollo del prototipo funcional y la evaluación del prototipo.  Con el protocolo, se evaluará la capacidad de clasificación del sistema a partir de su porcentaje de precisión y tiempos de respuesta en cada uno de los siguientes aspectos: detección de personas, detección de poses, detección de actividades y clasificación de las emociones y estados de ánimo. Por su parte, la utilidad del sistema será evaluada basándose factor de utilidad percibida del modelo de aceptación de tecnología TAM, durante la realización de trabajo de campo para la identificación y evaluación de consecuencias o daños de origen psicosocial. Se generará un cuestionario para efectuar la evaluación y se solicitará al personal de recursos humanos que estime la calificación del sistema, de acuerdo con la cantidad de aciertos que el sistema tuvo en la clasificación de TPH y nivel el impacto positivo que podría tener a futuro.  Para la selección de personas que serán monitoreadas de manera simulada (capturas de video con actuación de escenarios y definidas en el protocolo experimental) y no simulada (capturas de video sin actuación), se redactará un documento de autorización de tratamiento de datos, siguiendo las disposiciones generales de la ley 1581 de protección de datos personales, en el que especificará de manera explícita la forma de captura y tratamiento de los datos obtenidos a través de las imágenes de video. Las personas que estén de acuerdo en participar del proyecto, se les informará y firmarán una copia de dicho documento en que autorizan el tratamiento de sus datos para fines académicos.  La implementación parcial involucra la intervención del sistema centralizado de recepción de imágenes capturadas por las cámaras de video así como sus dispositivos de almacenamiento. Dentro de este proceso se determinará la forma en que las cámaras están conectadas y la manera, el formato y la calidad en que los videos se almacenan el dispositivo de recepción central. Por su parte la puesta en operación controlada involucra la conformación y dramatización de evento de TPH siguiendo la definición del conjunto de actividades dispuesto y con el acompañamiento del personal de recursos humanos Implementación parcial y puesta en operación controlada. Se realizarán escenarios en donde sólo aparezca una persona con el fin de controlar el medio y la forma en que se realizan las capturas. Sin embargo, se realizarán tomas con diferentes personas, realizando las variaciones de su posición y la forma en que son captado con las cámaras con el fin de evaluar su precisión y determinar las limitaciones.  Para el desarrollo de esta fase se realizarán las siguientes actividades:   |  |  | | --- | --- | | Actividad | Entregable o resultado | | 1. Refinamiento del protocolo experimental y definición de encuesta de utilidad percibida. | 3A. Documento del protocolo experimental y encuesta de utilidad percibida. | | 1. Montaje del escenario y levantamiento de imágenes mediante cámaras de video. | 3B. Base de datos con imágenes de video para entrenamiento y cartas de consentimiento informado. | | 1. Desarrollo del prototipo funcional. | 3C. Código fuente, documentación técnica y manuales de uso del software | | 1. Evaluación del sistema. | 3D. Documento de resultados del protocolo experimental y la evaluación de utilidad percibida. | | 1. Elaboración de documentación técnica. | 3E. Documentación técnica del prototipo funcional | | 1. Elaboración de artículo sobre el sistema propuesto y sus resultados. | 3F. Documento de artículo con el sistema propuesto y sus resultados. | |

|  |  |
| --- | --- |
| **RESULTADOS ESPERADOS** | |
| **ASIGNATURA MISyC PROYECTO 1** | 1A Documento de estado del arte, con las ecuaciones de búsqueda y estadísticas bibliográficas, el análisis, la evaluación y el cuadro comparativo de los trabajos relacionados con las técnicas, modelos y herramientas, para la detección de emociones y estados de ánimo y una lista de descriptores potenciales en la interpretación del lenguaje corporal o aspectos psicológicos relevantes. |
| 1B Documento con especificación de requisitos del sistema para su diseño, desarrollo e implementación parcial. |
| 1C Documento con la extracción, caracterización, evaluación y cuadro comparativo de herramientas y/o marcos de trabajo que puedan soportar el desarrollo y la implementación |
| 1D Documento de artículo científico en el que se realizará una revisión y comparación de técnicas, modelos y herramientas potenciales para el reconocimiento de emociones y estados de ánimo. La publicación del artículo será en un congreso académico. |
| **ASIGNATURA MISyC PROYECTO 2** | 2A Documento del diseño refinado de la arquitectura de alto nivel del sistema de reconocimiento. |
| 2B Documento del diseño detallado del sistema multi-agente. |
| 2C Documento de descripción de escenarios para el levantamiento de bases de datos de imágenes. |
| 2D Documento decaracterización del modelo de reconocimiento de emociones y estados de ánimo y los mecanismos de inteligencia artificial para clasificación a partir de imágenes de video. |
| 2E Documento preliminar del protocolo experimental. |
| **ASIGNATURA MISyC PROYECTO 3** | 3A Documento refinado de la validación experimental y evaluación de utilidad percibida. |
| 3B Base de datos con imágenes de video y copia de las autorizaciones de tratamiento de datos de las personas capturadas en imágenes de video. |
| 3C Código fuente, documentación técnica y manuales de uso del software con la implementación de la arquitectura propuesta. El código del software estará restringido para su uso comercial y la propiedad intelectual del mismo será de la empresa Vector ITC Colombia. |
| 3D Documento de la validación experimental con los resultados de precisión y evaluación de utilidad percibida. |
| 3D Artículo de la arquitectura y evaluación de la solución. En el artículo se presentará la problemática, el caso de referencia, la arquitectura propuesta los resultados de la evaluación de precisión, el desempeño computacional y su utilidad en una evaluación de factores de riesgo psicosocial. Este artículo será presentado para publicación en una revista indexada nacional o internacional. |

|  |  |
| --- | --- |
| **PROSPECTIVA DE INNOVACIÓN** | |
| **POTENCIAL DE INNOVACIÓN** | La novedad de este trabajo radica en el reconocimiento multimodal de expresiones faciales, posturas y actividades para la clasificación de TPH XXXXXX valoración de factores de riesgo psicosocial, haciendo uso de los sistemas de vigilancia implantados en las instalaciones. Adicionalmente, Los resultados del sistema en operación completa, es la de presentar evidencia gráfica, reportes estadísticos y búsqueda de patrones que puedan ser relevantes para la investigación en salud ocupacional. La oportunidad comercial de esta iniciativa podría ofrecer servicios de monitoreo de on-premise o con soporte en la nube de los estados de ánimo en las personas en un periodo de tiempo y entregar una valoración de los factores de riesgo psicosociales latentes en lugares de trabajo. |
| **PROPIEDAD INTELECTUAL** | Esta investigación se desarrolla en forma independiente en colaboración y auspicio de la empresa Vector ITC. Se tomará sólo como referencia, las tecnologías empleadas en los trabajos Javier Alcalá Vásquez [39] y Daniel Steven Valencia [40], egresados del programa de Maestría de Ingeniería de Sistemas y Computación de la Pontificia Universidad Javeriana. Los resultados del proyecto de investigación podrán ser utilizados por las instituciones aliadas únicamente para fines académicos, y no habrá posibilidad de aprovechamiento económico sin autorización de la empresa Vector ITC Colombia. |

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| **CRONOGRAMA** | | | | | | | | | | | | | | | | | | | |
| **ASIGNATURA MISyC PROYECTO 1** | **Semanas** | **1** | **2** | **3** | **4** | **5** | **6** | **7** | **8** | **9** | **10** | **11** | **12** | **13** | **14** | **15** | **16** | **17** | **18** |
| **1-A** | X | X | X |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| **1-B** |  |  | X |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| **1-C** |  |  | X | X |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| **1-D** |  |  |  | X |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| **2-A** | X | X |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| **2-D** |  |  |  |  | X | X | X | X | X | X | X |  |  |  |  |  |  |  |
| **2-E** |  |  |  |  |  |  | X | X |  |  | X |  |  |  |  |  |  |  |
| **3-A** |  |  |  |  |  |  |  |  | X | X |  | X | X |  |  |  |  |  |
| **3-B** |  |  |  |  | X | X |  |  |  |  |  |  |  | X | X | X | X | X |
| **Entregas** |  |  | 1a |  |  | 1b |  | 1c | 1d |  |  |  | 1e |  |  |  |  | 1f |
| **ASIGNATURA MISyC PROYECTO 2** | **Semanas** | **1** | **2** | **3** | **4** | **5** | **6** | **7** | **8** | **9** | **10** | **11** | **12** | **13** | **14** | **15** | **16** | **17** | **18** |
| **1-E** | X | X | X |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| **2-C** |  |  | X |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| **2-F** |  |  | X | X |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| **3-C** |  |  |  | X |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| **3-D** | X | X |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| **4-A** |  |  |  |  | X | X | X | X | X | X | X |  |  |  |  |  |  |  |
| **4-B** |  |  |  |  |  |  | X | X |  |  | X |  |  |  |  |  |  |  |
| **4-C** |  |  |  |  |  |  |  |  | X | X |  | X | X |  |  |  |  |  |
| **4-D** |  |  |  |  | X | X |  |  |  |  |  |  |  | X | X | X | X | X |
| **Entregas** |  |  | 2a |  |  | 2b |  | 2c | 2d |  |  |  | 2e |  |  |  |  | 2f |

*Para el cronograma en MISyC se utiliza una granularidad de semanas. Dado que el proyecto se desarrolla por asignaturas semestrales, se incluyen las 18 semanas de cada asignatura; en caso de que se realicen ambas asignaturas en un mismo semestre, utilice solamente la primera tabla y elimine la segunda. Para cada actividad, referenciada con la nomenclatura que se establezca en las fases de la metodología, se utiliza una fila. Es aconsejable que cada actividad se desarrolle por completo en un mismo semestre, no dejar actividades que inician en proyecto 1 y siguen en proyecto 2. En la última fila se especifican las entregas de los resultados a lo largo del semestre. Por favor eliminar o agregar filas a estas tablas según se requiera en el proyecto. Normalmente, no se debe superar una página. Si hay demasiadas actividades se sugiere revisar la granularidad y combinar las que son muy puntuales en más otras más generales. Un buen cronograma no es completamente secuencial, sino que más bien incluye algunas acciones paralelas, incluso de fases diferentes. Por tal motivo, se pueden iniciar actividades de una fase, sin haber terminado por completo las de la fase anterior. Sin embargo, hay que tener cuidado de respetar las dependencias entre actividades para respetar la coherencia con la metodología propuesta.*

|  |  |
| --- | --- |
| **IMPACTOS POTENCIALES** | |
| **DESARROLLO CIENTÍFICO Y TECNOLÓGICO** | El modelo desarrollado en el proyecto representa una solución original al problema xxx y es lo suficientemente genérico par ser aplicado a otros problemas como zzz, yyyy. |
| En la medida que la solución evolucione, incrementando su precisión y agregando otras características como el análisis espacio-temporal a largo plazo incrementará su potencial de uso en otros dominios de aplicación como: valoración de déficit de atención o detección de estrés en salones de clase; satisfacción de clientes en locales comerciales e incluso pronosticar intentos de agresión en espacios públicos. |
| **IMPACTO Y PROYECCIÓN EN LA SOCIEDAD** | La plataforma que se genera en este proyecto podría ser utilizada en los colegios de la ciudad e incluso en todo el país, permitiendo que los niños en su clase de tecnología desarrollen competencias ciudadanas de trabajo colaborativo y solidaridad. |
| La comunidad a la que aplica el proyecto contará con una herramienta que disminuirá la brecha digital de sus habitantes debido a que xxxx. |
|  |
| **ASPECTOS**  **ÉTICOS Y**  **AMBIENTALES** | En el sistema de información del proyecto se manejará información personal, por tal motivo se requiere hacer un manejo cuidadoso de la confidencialidad y privacidad. |
| Antes de realizar las pruebas, se les informará a las personas sobre el manejo de la información que se va a recolectar. Nunca se publicará información en forma individual, siempre serán datos consolidados. Las personas muestreadas firmaran primero el formato de consentimiento informado el cual se anexará a los documentos de entrega. |

*Los impactos son metas potenciales que podrían alcanzarse después de la realización del proyecto; no siempre se podrán alcanzar, pues siempre depende de que se den algunas condiciones de continuidad y de factores que no están bajo nuestro control Casi siempre los impactos tienen una relación directa con la proyección y evolución de los productos resultado del proyecto. Cada uno de los impactos se enuncia en forma clara y concreta; debe ser fácil hacer una estimación preliminar del potencial de cada uno. Debe haber coherencia y relación directa entre los impactos y el proyecto. Se espera que en cada proyecto haya al menos un impacto en cada una de las 2 meta-categorías de la tabla.*

*También se deben incluir las consideraciones éticas y ambientales. Usualmente, en informática estas tienen que ver con el manejo adecuado de la confidencialidad y la privacidad. Si no hay un efecto directo del proyecto con lo ambiental, entonces no incluir o inventar nada.*

*Por favor eliminar o agregar filas a estas tablas según se requiera en el proyecto. No se debe superar más de una página; si hubiese muchos impactos y consideraciones, incluya sólo los más significativos.*

|  |
| --- |
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